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Projects on ATLAS
    Basic Tracking / Commissioning with Cosmic-Rays 
    TRT Tracking Performance
    Inner Detector Alignment (TRT)
    Electron Identification 
          Designing HLT Trigger / Offline Electron Definitions 
    Electron Efficiency
    Multivariate Electron Identification

Physics on ATLAS
    W/Z Cross section
    WW Cross section 
    Search for Hww 
    W+jet Background



Physics Goals
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Motivation is Higgs.

Why H→WW ? 
     Important over broad mass range.
     Challenging, but important, at low mass.  
        Hint of signal there from ZZ and gamma-gamma at 125 GeV.
        Large branching fraction for WW

Why WW ?
    Important to understand WW and its backgrounds for Hww.

Why leptons ? 
   Rare in proton collisions compared to jets. 
   Provide trigger & well-reconstructed.
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Introduction/Motivation 

Leptons at ATLAS
    - Electrons.   

WW Cross Section / H→WW Search.
    - Fake Leptons.

Results.

Outline



Higgs Physics

2.2 Fit results 8
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Figure 4: Indirect determination of the Higgs boson mass: ∆χ2 as a function of MH for the standard fit
(top) and the complete fit (bottom). The solid (dashed) lines give the results when including (ignoring)
theoretical errors. Note that we have modified the presentation of the theoretical uncertainties here with
respect to our earlier results [1]. Before, the minimum χ2

min of the fit including theoretical errors was used
for both curves to obtain the offset-corrected∆χ2. We now individually subtract each case so that both ∆χ2

curves touch zero. In spite of the different appearance, the theoretical errors used in the fit are unchanged
and the numerical results, which always include theoretical uncertainties, are unaffected.
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Figure 2: Comparing fit results with direct measurements: pull values for the complete fit (left), and results
for MH from the standard fit excluding the respective measurements from the fit (right).
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Figure 3: Determination of MH excluding all the sensitive observables from the standard fit except the one
given. Note that the results shown are not independent. The information in this figure is complementary
to that of the right hand plot of Fig. 2.

Theory vs Experiment

Best Fit for Higgs Mass

Standard Model
  Remarkably Accurate Description Data.
  One Remaining Piece: Higgs Boson.
  Data predict m(H) below ~200 GeV 
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Searching for the Higgs

H→WW→lνlν
   Strongest sensitivity over broad range of m(H)
   Critical in the region between LEP and SM EWK exclusion
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ple consists of the same preselected sample used in the
rest of this analysis: events with two leptons and Emiss

T,rel.
The scale factor used to propagate the tt̄ yield from this
sample to the signal region is estimated as the square of
the efficiency for one top decay to survive the jet veto
(estimated using another control sample, defined by the
presence of an additional b-jet), with a correction com-
puted using MC to account for the presence of single
top [27]. A sample enriched in top background is defined
for the H + 1-jet channel by reversing the b-jet veto and
removing the cuts on ∆φ!!, m!!, and mT. The extrap-
olation to the signal region is done using a scale factor
computed using MC. The control samples for top in the
H + 0-jet and H + 1-jet channels also normalize the top
contamination in the correspondingWW control regions.
In both cases, the estimated top backgrounds are consis-
tent with the expected yields in Table I.
The signal significance and limits on Higgs boson pro-

duction are derived from a likelihood function that is the
product of the Poisson probabilities of each of the lepton
flavor and jet multiplicity yields for the signal selections,
the WW+0-jet and WW+1-jet control regions, and top
control region for the H + 1-jet channel. The normaliza-
tion of the signal, the WW cross sections for theH+0-jet
and H +1-jet channels, and the top cross section for the
H +1-jet channel are allowed to vary independently; the
control regions included in the fit constrain all of these
except the signal yield. All other components are normal-
ized to their expectations scaled by nuisance parameters
constrained by Gaussian terms that include the system-
atic uncertainties described below. The results from the
control sample measurements for the top background in
the H +0-jet channel and for the W+jets and Drell-Yan
backgrounds everywhere are used as the expected values
for the corresponding backgrounds in the fit. Since these
contributions are small, the control samples themselves
are not explicitly modeled in the fit as they are for top
in the H + 1-jet channel and for WW everywhere.
The systematic uncertainties include contributions

from the 3.7% uncertainty in the luminosity [28], and
from theoretical uncertainties, which are -8/+12% and
±8% from the QCD scale and 1% and 4% from the par-
ton density functions, for gg → H and qq → qqH respec-
tively. Additional theoretical uncertainties on the accep-
tance are assessed as described in Ref. [29]. In particular,
the uncertainty in the assignment of events to jet mul-
tiplicity bins is included separately as an uncertainty on
the cross section of each bin, calculated from the approx-
imate 10% and 20% uncertainties of the inclusive 0-jet
and 1-jet cross sections, respectively.
Several sources of measurement uncertainty are taken

into account. The uncertainty on the jet energy scale is
less than 10% on the global scale including flavor compo-
sition effects, with an additional uncertainty of up to 7%
due to pile-up [15]. The electron and muon efficiencies are
determined from samples of W and Z boson data with
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FIG. 2: The expected (dashed) and observed (solid) 95% CL
upper limits on the cross section, normalized to the Standard
Model cross section, as a function of the Higgs boson mass.
Expected limits are given for the scenario where there is no
signal. The vertical lines in the curves indicate the points
where the selection cuts change, and the bands around the
dashed line indicate the expected statistical fluctuations of
the limit.

uncertainties of 2-5% and 0.3-1%, respectively, depend-
ing on |η| and pT. Uncertainties are < 1% and < 0.1%,
respectively, on the lepton energy scale and < 0.6% and
< 5% on the resolution [13]. The uncertainties on the
b-tagging efficiency and mistag rate are 6-15% and up to
21%, respectively [16]. A 13% uncertainty is applied to
the energy scale for low-pT depositions in the Emiss

T mea-
surement. All these sources of detector uncertainty are
propagated to the result by varying reconstructed quan-
tities and observing the effect on the expected yields. For
the WW background, the total (theoretical and experi-
mental) uncertainty on the ratio of cross sections in the
signal and control regions is 7.6% in the H+0-jet channel
and 21% in the H+1-jet channel; for the top background
in H + 1-jet the total for the extrapolation to the signal
region is 38%, and 29% to the WW control region.

No significant excess of events is observed. The largest
observed deviation from the expected background is 1.9σ.
A 95% CL upper bound is set on the Higgs boson cross
section as a function of mH using the CLs formalism [30].
Figure 2 shows the expected and observed limits. Dis-
continuities occur where the selection changes, since the
signal regions there are less statistically correlated be-
tween adjacent masses. In the absence of a signal, one
would expect to exclude a Standard Model Higgs boson
in the range 134 < mH < 200 GeV at the 95% CL. The
Higgs boson mass interval excluded by the measurements
presented in this Letter, 145 < mH < 206 GeV, is consis-
tent with that expectation. This measurement excludes,
at 95% CL, a larger part of the mass range favored by
the electroweak fits than previous limits [31].
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Status of the Higgs search.

8

Combined ATLAS Higgs limits
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Status of the Higgs search.
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125 GeV

Status of the Higgs search.
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125 GeV

          - Hww has strongest
                sensitivity at 125. 
         - Big piece of potential  
               discovery.
         - If found, will provide best 
            cross section measurement 

Status of the Higgs search.



Electrons in ATLAS
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An Electron ATLAS
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Electron Candidates in ATLAS
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Figure 1: (a) Distribution of cluster transverse energy, ET, for the electron candi-
dates. The simulation uses PYTHIA with the W and Z/γ∗ components normalised
to their NNLO total cross-sections and the heavy-flavour, conversion and hadronic
components then normalised to the total expectation from the data. Data with
pT < 18 GeV are rescaled to 1.3 pb−1 from lower integrated luminosities. (b-d)
PYTHIA simulations of the distributions of discriminating variables used to extract
the electron heavy-flavour plus W/Z/γ∗ signal compared to data: (b) the ratio,
fTR, between the number of high-threshold hits and all TRT hits on the electron
track; (c) the number of hits, nBL, on the electron track in the pixel B-layer; (d)
the ratio, E/p, between cluster energy and track momentum.

on the distributions of fTR, nBL and E/p. From simulation, a twelve-bin
three-dimensional probability density function (pdf) in these variables is
constructed for the signal and conversion components. For the hadronic
background, the shapes of the three template distributions are described by
additional free parameters (as in [25]) and are fitted to the data: in doing so,
the method assumes no correlations exist between the three discriminating
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Electrons in ATLAS
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Figure 1. Calorimeter cluster ET of “tight” electron candidates (a) and combined pT of muon
candidates (b) for data and Monte-Carlo simulation, broken down into the signal and various back-
ground components. The vertical line in (b) indicates the analysis cut. The transverse momentum
region between 15 and 20GeV of the muon sample is used in the estimation of the QCD background
(see section 6.2). The values of the integrated luminosities for the two channels have uncertainties
of ±11%, see section 3.

Figure 1 shows the ET and pT spectra of these “tight” electron and combined muon
candidates and compares these to the signal and background Monte-Carlo samples de-
scribed in section 3. Comparisons of the dijet Monte-Carlo distributions to equivalent
data distributions have shown that the dijet Monte Carlo for this high-pT lepton selection
over-estimates the amount of background by a factor of approximately 2.4 for the electron
channel and a factor of 1.6 for the muon channel. The difference between these values is
likely explained by the different composition of the QCD background in the two analyses.
For the electron case, this normalisation factor is obtained by comparing data and Monte-
Carlo samples of high transverse-momentum electron candidates which are dominated by
QCD background (candidates satisfying the “loose” electron selection as defined in sec-
tion 4.2). For the muon case, this normalisation factor is obtained from the comparison
of a control sample of mostly QCD background events, obtained by reversing the isola-
tion requirement (as defined in section 5.3) on muons passing the transverse-momentum
selection, with the corresponding Monte-Carlo samples.

Unless otherwise stated, all Monte-Carlo distributions shown in this paper have been
normalised to the integrated luminosity of the data as described in section 3, using the
cross sections as given in table 1 and taking into account these scale factors for the QCD
background. At this stage of the selection, the event samples are dominated by QCD
background. These distributions show agreement in shape between data and Monte-Carlo
simulation.

– 12 –

Figure 5: Electron ET in the loose electron sample, before (left) and after (right) applying the QCD
cross-section scale factor of 0.4167.

• CW: Calculated from Monte Carlo (PYTHIA). It gives the fraction of signal events surviving the322

selections listed in Section 4, normalized to the signal that passes the pT (l,ν), η(l,ν) and mT cuts323

at the generator (Born) level. It corrects for efficiency, resolution, and QED radiation effects.324

• AW: Fraction of the signal that passes the pT (l,ν), η(l,ν) and mT cuts at the generator level,325

normalized to the total sample. It corrects to the total cross section. This is a pure Monte Carlo326

quantity and is estimated using PYTHIA.327

The determinations of CW, AW and the related systematic uncertainties are given a much more detailed328

treatment in Ref. [14]. A breakdown of CW into its components can be found in Appendix 3.329

5.2 Summary of acceptance and efficiency330

The signal acceptances measured from Monte Carlo for all W events and for W+ and W− events sepa-331

rately are summarized in Table 9.332

The total systematic uncertainty on the acceptance times the efficiency is 7.6%. We estimate that333

our knowledge of the electron reconstruction and identification efficiency to be within 6.1%. Other334

non-negligible uncertainties include 3.3% for the electron energy scale, 2.0% for the calorimeter Emiss
T335

term resolution and scale, and a 3.0% theoretical uncertainty on the geometrical acceptance measured in336

PYTHIA. A detailed description of the systematics studies done is given in Section 6.337

W (all) W+ W−

AW 0.462± 0.014 0.466± 0.014 0.457± 0.014
CW 0.659± 0.046 0.656± 0.046 0.662± 0.046

Table 9: Summary of the values for AW and CW used in the cross-section calculations.
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“Loose” 
     - Shower shapes 2nd sampling
     - Hadronic Leakage.
“Medium” 
      - All Loose requirements 
      - Track quality
      - Shower shapes in 1st sampling.  
“Tight”
     -  All Medium requirements
     - Track Cluster Matching. 
     - Transition Radiation. 
     - Conversion Rejection.

Isolation not explicitly included in operating points,
Often included in electron definition used in Analysis.

Operating Points:
After Loose

After Tight

ATLAS  Work in Progress
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- Electron ID criteria (including that used in trigger) based on MC expectation.
- Had to be re-optimized using more realistic shower shapes. 
- Problem: Became critical before collected enough W/Z’s.  Use Corrected MC.
- Efficiency Measurements couldn’t rely on the simulation.  

Challenge with the Electron Identification.
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- Electron ID criteria (including that used in trigger) based on MC expectation.
- Had to be re-optimized using more realistic shower shapes. 
- Problem: Became critical before collected enough W/Z’s.  Use Corrected MC.
- Efficiency Measurements couldn’t rely on the simulation.  

Challenge with the Electron Identification.

Due primarily to approximations made in the calorimeter geometry description.
 Absorber Material: Average vs Detailed description  
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Identified as Tracks in the Muon Spectrometer. 
Essentially all reconstructed muons are from muons. 
      π/K decays  / semi-leptonic heavy flavor decays / EWK bosons
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               - PYTHIAtt

Figure 3: Muon differential cross-section as a function of the muon transverse
momentum for |η| < 2.5 compared to theoretical predictions. The Drell-Yan com-
ponent corresponds to the Z/γ∗ for Mµ+µ− < 60 GeV.

6.6. Muon production cross-section result

The signal fraction of the muon transverse momentum spectrum has been
corrected for the trigger and reconstruction efficiencies and unfolded from the
detector response. Figure 3 shows the resulting inclusive muon differential
cross-section for muons within |η| < 2.5 as a function of pT, compared to the
overall theoretical expectation. The expected W/Z component comes from
MC@NLO [31, 32] using the CTEQ6.6 PDFs, normalised to the cross-sections
for muons measured by ATLAS [27]3. The FONLL prediction is used for
the heavy-flavour component and the remaining, small contributions are ob-
tained from PYTHIA simulation. The theoretical uncertainty is dominated
by the heavy-flavour prediction, being approximately 20% and discussed in
Section 7, and is not shown in the figure. The systematic uncertainties on
the measurement are summarised in Table 2.

Integrating over the full 4-100 GeV pT range, in |η| < 2.5, we find a

3σµ
W+ = 6.21± 0.02(stat.)± 0.25(syst.) nb, σµ

W−
= 4.107± 0.02(stat.)± 0.19(syst.) nb,

σµ
Z = 0.941 ± 0.008(stat.) ± 0.038(syst.) nb, where the systematic uncertainty excludes

contributions from the luminosity and acceptance which are fully correlated with those
presented here.
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Figure 4: Measured prompt component as function of pT for muons with (a) |η| < 1.8 and (b) |η| > 1.8.
The error bars are derived from the 68% confidence level of the profile likelihood. The yellow bands are
instead calculated by summing in quadrature the fit and the systematics uncertainties on the templates.
The red lines represent the predictions obtained from the minimum-bias simulated model, with their
statistical uncertainties.

Although the fraction of prompt muons increases at higher pT, in the range of values considered in
this study, we can conclude that the muon production is dominated by pion and kaon decays.
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Decay in flight
Inclusive muon cross section

Heavy Flavor decays dominate above 15 GeV.
   Isolation Energy / Displacement from Collision point, means of suppression 
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Once you have a way of identifying leptons, two key issues. 

Efficiency
   How often are “True” Leptons are correctly identified.
   Important for:    
        - Correcting predictions from Simulation
        - Cross section measurement / Limit Setting.
   Need a known, unbiased, source of “real” leptons to measure.
        (Use:  Z’s,  J/Phi,  and Ws) 
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Once you have a way of identifying leptons, two key issues. 

Mis-Identification Rate
   How often things that are not “True” Leptons are Identified as Leptons.
                                                                                        hadrons / heavy flavor jets / photons
   Mis-ID Reduces purity of sample/measurement
   Can lead to biases, if not modeled correctly.   
   Rate is small, sensitive tails of the simulation.

Efficiency
   How often are “True” Leptons are correctly identified.
   Important for:    
        - Correcting predictions from Simulation
        - Cross section measurement / Limit Setting.
   Need a known, unbiased, source of “real” leptons to measure.



Physics with Leptons

23



WW Cross Section
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Motivation:
  - Dominant Background to H→WW search
  - Test EWK model, Sensitive to Triple Gauge Couplings 

Signature:
  - Performed Fully Leptonic Decays.
  - 2 Opposite-Sign Leptons (e,µ) 
  - Large Missing Energy 

q̄

q

W−

W+

Z/γ∗

q̄

q

W−

W+

g

g

W−

W+

σWW =
N −NBkg
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Other Diboson: (WZ, ZZ, Wγ)
  - remove events w/ > 2 leptons.

Top:  (WW produced w/2 b-jets)
 - Jet Veto

Drell-Yan: (lepton pair + ‘fake’ MeT)
  - Require Large Missing Energy
  - Reject events consistent w/Z mass 

W+Jets: (lepton w/MeT + ‘fake’ lepton)
  - Isolation / lepton Identification

Backgrounds:
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Other Diboson: (WZ, ZZ, Wγ)
  - remove events w/ > 2 leptons.

Top:  (WW produced w/2 b-jets)
 - Jet Veto

W+Jets: (lepton w/MeT + ‘fake’ lepton)
  - Isolation / lepton Identification

Backgrounds:
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DY /Top Background
 - Large, but reduced
        w/ Event Selection
 - Well modeled by MC 
 - Can be corrected to Data.

Drell-Yan: (lepton pair + ‘fake’ MeT)
  - Require Large Missing Energy
  - Reject events consistent w/Z mass 
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Other Diboson: (WZ, ZZ, Wγ)
  - remove events w/ > 2 leptons.

Top:  (WW produced w/2 b-jets)
 - Jet Veto

W+Jets: (lepton w/MeT + ‘fake’ lepton)
  - Isolation / lepton Identification

Backgrounds:
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W+Jet Background
 - Small, but not suppressed 
        w/ Event Selection
 - Difficult to model in MC 
 - Important at Low Pt.

Drell-Yan: (lepton pair + ‘fake’ MeT)
  - Require Large Missing Energy
  - Reject events consistent w/Z mass 
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Other Diboson: (WZ, ZZ, Wγ)
  - remove events w/ > 2 leptons.

Top:  (WW produced w/2 b-jets)
 - Jet Veto

W+Jets: (lepton w/MeT + ‘fake’ lepton)
  - Isolation / lepton Identification

Backgrounds:
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Diboson Background
 - Small, and suppressed 
         w/ Event Selection
 - Well modeled by MC.

Drell-Yan: (lepton pair + ‘fake’ MeT)
  - Require Large Missing Energy
  - Reject events consistent w/Z mass 
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Searching for H→WW→lνlν



Separating out the H→WW  

31

Event Selection same as for WW Cross Section.
    Slightly Looser MeT cuts, add PTll

Dominated by SM WW.

Additional cuts to suppress SM WW.
    Exploit spin-0 nature of Higgs.
    Optimized in 3 bins of m(H) 

November 11, 2011 – 22 : 47 DRAFT 14
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Figure 7: The dilepton invariant mass distribution (left) after the cut on the transverse momentum p!!T of
the two selected leptons. The azimuthal opening angle ∆φ!! of the two selected leptons (right) after the
cut on the invariant mass. The expected signal is shown in both plots for mH = 150 GeV. The lower part
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Background from DY if  “fake” MeT
  Observed momentum imbalance that is not
    due to the presence of neutrinos.
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Figure 24: Missing energy distributions in the Z mass window for the ee (left) and µµ (right) channels.

8.2 Drell-Yan688

To reduce the contribution from Drell-Yan events in the signal region, both a Z mass veto and a Emiss
T, Rel689

cut is applied as described in section 7. These cuts remove a majority of Drell-Yan events, but because690

the Drell-Yan process has a much larger cross section than WW, a significant contribution is expected.691

The causes of fake Emiss
T are not expected to be reproduced by the Monte Carlo so a partially data692

driven method is used to determine a systematic uncertainty on the Drell-Yan background. The central693

value is determined from the Monte Carlo simulation and is cross-checked with a data driven method.694

The method inverts the Z mass window cut and evaluates the Data/MC agreement after applying the695

same Emiss
T, Rel cut used for the signal selection. Contributions from other backgrounds (TTbar, Single Top,696

WW, ZZ, WZ) are subtracted using the Monte Carlo prediction. Thus the level of agreement between697

data and Monte Carlo is attributed to only the Drell-Yan process. The fractional systematic uncertainty698

(S ) is determined by equation 11.699

S (Emiss
T, Relcut) =

NMC(Emiss
T, Relcut) − Ndata(Emiss

T, Relcut)

NDY (Emiss
T, Relcut)

(11)

Where NMC(Emiss
T, Relcut) is the contribution from all Monte Carlo samples passing the Emiss

T, Rel cut700

and NMC(Emiss
T, Relcut) is the contribution from only the Drell-Yan Monte Carlo. The method effectively701

quantifies the agreement between Data and MC in a control region where more statistics are available702

and applies that to the signal region. The method assumes that all causes of discrepancies are the same703

inside and outside the Z mass window.704

The Emiss
T, Rel distributions in the ee and µµ channels are shown in Figure 8.2. The method is applied705

using the same Emiss
T, Rel cut that is applied to the signal region – 40 GeV for the ee channel and 45 GeV706

for the µµ channel. Table 24 shows the S value, its uncertainty, and the components of Equation 11. We707

observe that the S ratio is negative, but consistent with 0 within statisical uncertainties. The absolute708

value of S is used to produce the final systematic. The S has a statistical uncertainty that can be large709

relative to its value because of the limited statistics in the control region. Therefore, to account of710

variations of S within its statistical uncertainty, the S value is added in quadrature with its statistical711

uncertainty.712

Use Data Events in the Z peak:
  Quantify modeling of MeT in DY Events
    with: 

Causes of fake MeT not necessarily 
  expected to be reproduced by MC.

S(Emiss,Rel
T ) =

NData −NMC

NDY

In the Z peak
          (ee-channel)

ATLAS  Work in Progress
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Figure 24: Missing energy distributions in the Z mass window for the ee (left) and µµ (right) channels.

8.2 Drell-Yan688

To reduce the contribution from Drell-Yan events in the signal region, both a Z mass veto and a Emiss
T, Rel689

cut is applied as described in section 7. These cuts remove a majority of Drell-Yan events, but because690

the Drell-Yan process has a much larger cross section than WW, a significant contribution is expected.691

The causes of fake Emiss
T are not expected to be reproduced by the Monte Carlo so a partially data692

driven method is used to determine a systematic uncertainty on the Drell-Yan background. The central693

value is determined from the Monte Carlo simulation and is cross-checked with a data driven method.694

The method inverts the Z mass window cut and evaluates the Data/MC agreement after applying the695

same Emiss
T, Rel cut used for the signal selection. Contributions from other backgrounds (TTbar, Single Top,696

WW, ZZ, WZ) are subtracted using the Monte Carlo prediction. Thus the level of agreement between697

data and Monte Carlo is attributed to only the Drell-Yan process. The fractional systematic uncertainty698

(S ) is determined by equation 11.699

S (Emiss
T, Relcut) =

NMC(Emiss
T, Relcut) − Ndata(Emiss

T, Relcut)

NDY (Emiss
T, Relcut)

(11)

Where NMC(Emiss
T, Relcut) is the contribution from all Monte Carlo samples passing the Emiss

T, Rel cut700

and NMC(Emiss
T, Relcut) is the contribution from only the Drell-Yan Monte Carlo. The method effectively701

quantifies the agreement between Data and MC in a control region where more statistics are available702

and applies that to the signal region. The method assumes that all causes of discrepancies are the same703

inside and outside the Z mass window.704

The Emiss
T, Rel distributions in the ee and µµ channels are shown in Figure 8.2. The method is applied705

using the same Emiss
T, Rel cut that is applied to the signal region – 40 GeV for the ee channel and 45 GeV706

for the µµ channel. Table 24 shows the S value, its uncertainty, and the components of Equation 11. We707

observe that the S ratio is negative, but consistent with 0 within statisical uncertainties. The absolute708

value of S is used to produce the final systematic. The S has a statistical uncertainty that can be large709

relative to its value because of the limited statistics in the control region. Therefore, to account of710

variations of S within its statistical uncertainty, the S value is added in quadrature with its statistical711

uncertainty.712
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Background from DY if  “fake” MeT
  Observed momentum imbalance that is not
    due to the presence of neutrinos.

Use Data Events in the Z peak:
  Quantify modeling of MeT in DY Events
    with: 

Causes of fake MeT not necessarily 
  expected to be reproduced by MC.

Channel S
ee 0.06 ± 0.08 

mm 0.05 ± 0.10 

S(Emiss,Rel
T ) =

NData −NMC

NDY

- Given Data/MC consistency
     do not correct prediction.
- S to assign systematic.

Measurement: In the Z peak
          (ee-channel)

ATLAS  Work in Progress
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Background from Top from lost Jets

Use Top control region in data

NBkg
Top (0-jet) = NData-CR

Top ×
NMC

Top(0-jet)

NMC-CR
Top
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Background from Top from lost Jets

Use Top control region in data

NBkg
Top (0-jet) = NData-CR

Top ×
NMC

Top(0-jet)

NMC-CR
Top

Measurement of the Top Background in 
                           agreement with MC prediction 

 Bkg Prediction:  58.6 ± 2.1 (stat) ± 22.3 (sys)
  MC Prediction: 56.7

Large systematic uncertainty due to Energy scale
   uncertainty in MC
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Background from Top from lost Jets

Use Top control region in data

NBkg
Top (0-jet) = NData-CR

Top ×
NMC

Top(0-jet)

NMC-CR
Top

Reduce systematics by applying SF measured in Tag sample. 

Leads to cancelation of some of the JES uncertainty in jet-veto .
    ~20 % systematic vs ~40 % without SF.

NBkg
Top (0-jet) = NData

Top × SF×
NMC

Top(0-jet)

NMC
Top

SF - scale factor from tag sample 
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W + Jet Background. 
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Cannot Rely on MC
 - Simulation would have to get W+jet physics right.
 - Simulation would have to get the Jet → Lepton piece right. 
          Hadrons / Conversions/ Heavy Flavor     
 (Requires precise modeling of tails)

W+jet events can give rise to background to WW. 
- True lepton and real MeT from W
- Jet mis-IDed as Lepton

Large W+jet cross section gives significant 
          contribution despite small lepton fake rate.

Fake Factor Method Data Driven Technique 

Hww(125)

WW

W

W+jet
  (20 GeV)
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Basic Idea.
  - Select a control sample of W+jet events in data.
  - Use an extrapolation factor (“fake factor”) that allows us to 
          model the W+jet background with the control sample.

Fake Factor Method.
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Basic Idea.
  - Select a control sample of W+jet events in data.
  - Use an extrapolation factor (“fake factor”) that allows us to 
          model the W+jet background with the control sample.

Control Sample.
  
   W +Jet background is same as signal, except for mis-Identified Lepton.

  - Use an alternative Lepton definition, intended to:
       - enhance mis-Identification rate 
       - suppress efficiency for True Leptons   
  - Apply full Signal Selection, treating the Denm. as a Lepton  

Fake Factor Method.

“Denominators”
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Basic Idea.
  - Select a control sample of W+jet events in data.
  - Use an extrapolation factor (“fake factor”) that allows us to 
          model the W+jet background with the control sample.

Fake Factor Method.

Extrapolation Factor.
  
  Relates Control Sample to W+Jet background in signal region. 

 - Relates mis-ID rate of the “Denominators” identification criteria 
               to the mis-ID rate of the Lepton identification criteria
 - Property Local to mis-ID object. Measure in di-jet sample.    



Fake Factor Method.

42

Jets

Denominator

Pass Lepton ID

Use

To model

From

Other good reasons not to use reconstructed Jets for extrapolation. See Details in back-up
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Measuring Extrapolation Factor

Extrapolation Factor (f ) can be measured in a data using a sample 
   with no True Leptons.
  
 All identified Leptons and Denm. in this sample are due to mis-identification.

Ratio of identified Leptons to Denominators measures f  
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Measuring Extrapolation Factor

Extrapolation Factor (f ) can be measured in a data using a sample 
   with no True Leptons.
  
 All identified Leptons and Denm. in this sample are due to mis-identification.

Ratio of identified Leptons to Denominators measures f  

Jet Sample:
    - Unbiased sample of reconstructed electrons/muons.
                Unbiased with respect to Lepton or Denm. Defintion
    - Trigger on lepton (“etcut” triggers)  or away side Jet.
    - Veto W and Z candidates. (small mT and mll away from Z)
    - Residual ElectroWeak correction subtracted using MC.
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calculation of the fake factor. To remove events containing Zs, events containing only one fully-identified699

muon or one jet-enriched muon are used in fake factor calculation. To remove W contributions, events700

must also have transverse mass less than 40 GeV, and the missing ET less than 25 GeV. The remaining701

W and Z contribution is subtracted from the dijet sample using the MC prediction.702

The muon fake factor calculation has been performed using a data sample triggered by the EF mu18703

trigger. The EF mu18 trigger requires a reconstructed muon with transverse energy above 18 GeV, and704

makes no requirement on the muon impact parameter or isolation. The EF mu18 trigger is the lowest705

unprescaled muon pT trigger, so it has the largest statistics for extracting muon fake factors. To check706

for any turn on curve effects, the prescaled EF mu15 was used to check the 20 − 25 GeV bin in muon707

pT . The EF mu18 and EF mu15 triggers were statistically consistent; therefore, the EF mu18 is used to708

measure the muon fake factors across the entire pT spectrum.709

One complication associated to the muon fake factor calculation arises because of the presence of710

overlapping jets. No explicit µ-jet overlap removal is performed in the analysis. There are two classes711

of mis-identified muons from W+jet events: those in which the mis-identified muon overlaps with an712

identified jet, and those which do not. The former will not be background in the WW signal region due to713

the jet veto. To properly estimate the fake muon background in the WW signal region, identified muons714

overlapping with an identified jet are excluded in the fake factor calculation. This issue is avoided in the715

electron fakes by the explicit electron-jet overlap removal.716

The measured muon fake factors before and after the electroweak subtraction are shown in Figure 18.717
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Figure 18: Measured muon fake factors as a function of muon pT , before (left) and after (right) the

electroweak subtraction.
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triggered by the EF g11 etcut trigger. For electrons above 25 GeV a combination of the primary and596

supporting triggers has been used to calculate the fake factors. The sample of electrons satisfying the597

full electron selection are collected by the EF e20 medium trigger. The sample of electrons satisfying598

the jet-enriched electron definition are collected with the EF g20 etcut trigger. The fake factor is cal-599

culated after correcting the jet-enriched sample for the prescale of the EF g20 etcut trigger. Using this600

combination of prescaled supporting triggers and un-prescaled primary triggers, decreases the statistical601

uncertainty on fake factor by a factor of
1

f ∼ 50. The measured electron fake factors before and after the602

electroweak subtraction are shown in Figure 14.
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Figure 14: Measured electron fake factors as a function of electron ET , before (left) and after (right) the

electroweak subtraction. The fake factors shown in red were measured using the EF g11 etcut trigger,

while those in black use a combination of the EF g20 etcut and EF e20 medium triggers.

603

The muon fake factor calculation has been performed using a data sample triggered by the EF mu18604

trigger. The EF mu18 trigger requires a reconstructed muon with transverse energy above 18 GeV, and605

makes no requirement on the muon impact parameter or isolation. The EF mu18 trigger is the lowest606

unprescaled muon PT trigger, so it has the largest statistics for extracting muon fake factors. To check607

for any turn on curve effects, the prescaled EF mu15 was used to check the 20 − 25 GeV bin in muon608

PT . The EF mu18 and EF mu15 triggers were statistically consistent; therefore, the EF mu18 is used to609

measure the muon fake factors across the entire PT spectrum.610

One complication associated to the muon fake factor calculation arises because of the presence of611

overlapping jets. No explicit µ-jet overlap removal is performed in the analysis. There are two classes612

of mis-identified muons from W+jet events: those in which the mis-identified muon overlaps with an613

identified jet, and those which do not. The former will not be background in the WW signal region due to614

the jet veto. To properly estimate the fake muon background in the WW signal region, identified muons615

overlapping with an identified jet are excluded in the fake factor calculation. This issue is avoided in the616

electron fakes by the explicit electron-jet overlap removal.617

The measured muon fake factors before and after the electroweak subtraction are shown in Figure 15.618

619

8.1.3 Fake Factor Systematics.620

The major systematic uncertainty associated to the fake factor determination is the variation due to jet621

kinematics and composition (fraction of light quark jets, heavy flavor jets, and gluon jets). This system-622

atic is studied with both a data driven technique and with the MC.623

 Lepton Definition Denominator Definition

Electrons: Reconstructed Electron
Pass Tight + Isolation.

Reconstructed Electron
Fail Medium

Muons: Reconstructed Muon
Tight D0/Z0 + Isolation

Reconstructed Muon
Loose D0/Z0 + Interm. Isolation

Measuring Extrapolation Factor

ATLAS  Work in Progress
ATLAS  Work in Progress

Electrons Muons
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The challenging part of measuring f.

MC-Driven 
   Closure Test using W+jet and di-jet MC.
   (MC statistics is a limitation.)  

Data-Driven 
   Measure variation in f with varying jet sample:
      - Varying PT of “faking” jet by Varying away side jet PT.
      - Varying composition  
          - g+jet  (Away side g, enhances near side q content) 
      - Z+jet sample. (Jet kinematics/composition similar to W+j) 

Assumption: 
   Measure f in di-jet sample and assume it applies to Control Region

Extrapolation Factor Systematics
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D W+Jet Background Prediction Ignoring Light-Flavor/Heavy-Flavor Dis-1822

tinction.1823

The calculation of the W+jet background from electron fakes has been repeated ignoring the light-1824

flavor/heavy-flavor distinction. The jet-rich electron definition is given in Table 84. The jet-rich electrons1825

are required to fail the medium identification.1826

Jet-Rich Electron Definition
Reconstructed Electron Candidate
|η| < 2.47, outside crack region

Outside regions w/LAr readout problems
ET > 20 GeV

|z0| < 10mm, d0/σ(d0) < 10
BLayer Hit (if expected)

EtCone30 corrected < 4 GeV
Fails isEM Medium Selection

Table 84: The definition of jet-rich lepton.

The fake factor, as defined in Equation 8, is calculated in the dijet data sample described in Sec-1827

tion 8.1.3, with no b-tagging selction. The measured electron fake factors before and after the elec-1828

troweak subtraction are shown in Figure 69.1829

10 20 30 40 50 60 70 80 90 100

F
a

ke
 F

a
ct

o
r

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1
 > 20 GeV

T
Away jet p

 > 40 GeV
T

Away jet p

 > 50 GeV
T

Away jet p

 > 75 GeV
T

Away jet p

Ave. +/- 30%

(a)

10 20 30 40 50 60 70 80 90 100

F
a

ke
 F

a
ct

o
r

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

 > 20 GeV
T

Away jet p

 > 40 GeV
T

Away jet p

 > 50 GeV
T

Away jet p

 > 75 GeV
T

Away jet p

Ave. +/- 30%

(b)

Figure 69: Measured electron fake factors as a function of electron ET , before (left) and after (right) the
electroweak subtraction. The fake factors below 25 GeV were measured using the EF g11 etcut trigger,
while those above 25 GeV use a combination of the EF g20 etcut and EF e20 medium triggers.

The W+jet background in the WW signal region obtained from the fake factor procedure is presented1830

in Tables 18 - 20.1831

The W+jet background in the ee and eµ signal regions obtained from the fake factor procedure1832

ignoring the electron light-flavor and heavy-flavor distinction is presented in Tables 85 and 86. The1833

measured W+jet background using the extended method to include heavy-flavor agrees well with the1834

simpler procedure.1835

The data sample obtained by requiring that the leptons in the WW selection are of the same sign1836
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To assess the systematic uncertainty associated to the sample dependence using data, the di-jet sample766

used to calculate the fake factors is divided into sub-samples according to the ET of the away side jet.767

The fake factors are then measured separately for each sub-sample. The variation of the fake factor with768

away-jet ET is used as an estimate of the systematic uncertainty due to applying fake factors determined769

in di-jet events to W + jets events.770

The data-driven estimate of the electron fake factors systematic uncertainty is presented in Figure 20.771

The di-jet samples are separated in three sub-samples based on the away side jet: away side jet w/772

ET > 20 GeV, away side jet w/ ET > 40 GeV , and away side jet w/ ET > 50 GeV. The electron fake773

factors as measured in the separate sub-samples are shown in Figure 20 for the EF g11 etcut trigger774

below 25 GeV, and the EF g20 etcut and EF e20 medium triggers above 25 GeV. The colored lines775

represent the fake factors and their associated statistical uncertainties. The blue lines show the weighted776

average of the fake factor measurements and the dotted red lines indicate the ±30% band. The variation777

of the fake factors among the different jet samples fall within the 30% band.778

The data-driven estimate of the muon fake factors systematic uncertainty is presented in Figure 21.779

The di-jet samples are separated in 5 sub-samples based on the away side jet: no jet requirement, away780

side jet w/ ET > 20 GeV, away side jet w/ ET > 30 GeV , away side jet w/ ET > 40 GeV , away side781

jet w/ ET > 60 GeV. The muon fake factors as measured in the five separate sub-samples are shown in782

Figure 21. The purple line shows the weighted average of the fake factor measurements and hashing783

indicates the ±30% band. The variation of the fake factors among the different jet samples is consistent784

with a 30% uncertainty on the average fake factors.785
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Figure 21: Muon fake factors measured in the di-jet sub-samples (see text). The purple line shows the
weighted average of the fake factors and the hashing indicates the ±30% band. The statistical and the
systematic error from electroweak MC subtraction are included in the error bars.

In addition to the data driven estimates, the sample dependence is measured directly in MC by com-786

paring the fake factors in dijet and W+jet events. Figure 22 shows the fake factor in di-jet MC and787

W+jets MC (excluding the real leptons from W). The fractional difference in the observed fake factor in788

di-jet and W+jets MC, f di− jet
l − f W+ jet

l / f di− jet
l , is within 30% of the MC fake factor. The difference at789

low lepton pT , where the contribution from fakes dominate, is seen to be negligible.790

The level of real lepton contamination in the di-jet sample leads to another source of systematic791

uncertainty. The electroweak subtraction from the di-jet sample was performed using the theoretical W792

Extrapolation Factor Systematics

ATLAS  Work in Progress

Electrons Muons

ATLAS  Work in Progress



Putting it all together
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NW+Jet
Bkg = f ×N(Lepton+Denm)

Measured in a di-jet sample

Observed Lepton-Denm.
pairs passing event selection.

1) Define Denominator Definition
2) Measure f and its uncertainty in di-jet control sample 
3) Select (Lepton-Denm.) pairs passing the Event selection
4) Subtract non-W+jet contribution to (Lep-Denm) pairs, with MC 
5) Scale by f  to predict W+jet event yields / kinematics.



The Heavy Flavor Complication
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Several Sources of “fake” electrons
  - Light-Flavor or gluon jets (LF)
       hadrons/conversions mis-IDed.
  - Heavy Flavor jets (HF)
          semi-leptonic decays



The Heavy Flavor Complication
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Several Sources of “fake” electrons
  - Light-Flavor or gluon jets (LF)
       hadrons/conversions mis-IDed.
  - Heavy Flavor jets (HF)
          semi-leptonic decays

Fake Factor can depend on source.
    - heavy flavor significantly 
      larger f than light flavor /gluon.
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The Heavy Flavor Complication
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Fake Factor can depend on source.
    - heavy flavor significantly 
      larger f than light flavor /gluon.
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NW+Jet
Bkg = f ×N(Lepton+Denm)

Differences in heavy-flavor composition in 
sample used to measure f  and in N(Lepton+Denm) 

will bias background prediction

Several Sources of “fake” electrons
  - Light-Flavor or gluon jets (LF)
       hadrons/conversions mis-IDed.
  - Heavy Flavor jets (HF)
          semi-leptonic decays
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Conceptually
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Isolation

Electron ID

Signal 
Region

Heavy Flavor
Control Region

Light Flavor 
Control Region
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Light-Flavor Denominator: 
   - enriched in light-flavor
   - disjoint from signal region

Heavy-Flavor Denominator:
   - enriched in heavy-flavor
   - disjoint from signal region

LF and HF Control Regions
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{

Fail Identification
Pass Isolation

{Pass Identification
Fail Isolation

Light-Flavor Denominator: 
   - enriched in light-flavor
   - disjoint from signal region

Heavy-Flavor Denominator:
   - enriched in heavy-flavor
   - disjoint from signal region

LF and HF Control Regions
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{
{

Light-Flavor enriched sample
     di-jet sample with opposite b-veto
Heavy-Flavor enriched sample 
    di-jet sample with opposite side b-tag

Light-Flavor Denominator: 
   - enriched in light-flavor
   - disjoint from signal region

Heavy-Flavor Denominator:
   - enriched in heavy-flavor
   - disjoint from signal region

Fail Identification
Pass Isolation

Pass Identification
Fail Isolation

LF and HF Control Regions
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If we had,

and

Extending the Fake Factor 
Procedure

fLF =
NLepton-LF

NDenm-LF
fHF =

NLepton-HF

NDenm-HF
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andfLF =
NLepton-LF

NDenm-LF
fHF =

NLepton-HF

NDenm-HF

Numerators 
from LF

Numerators 
from HF

Extending the Fake Factor 
Procedure

If we had,
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andfLF =
NLepton-LF

NDenm-LF
fHF =

NLepton-HF

NDenm-HF

HF-enriched 
denominator
definition

LF-enriched
 denominator
definition

Extending the Fake Factor 
Procedure

If we had,
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andfLF =
NLepton-LF

NDenm-LF
fHF =

NLepton-HF

NDenm-HF

The W+Jet Bkg could be calculated as: 

NW+Jet

Bkg
= fLF ×N(Lepton+Denm-LF) + fHF ×N(Lepton+Denm-HF)

Extending the Fake Factor 
Procedure

If we had,
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andfLF =
NLepton-LF

NDenm-LF
fHF =

NLepton-HF

NDenm-HF

NW+Jet

Bkg
= fLF ×N(Lepton+Denm-LF) + fHF ×N(Lepton+Denm-HF)

{ {
W+jet Bkg

from Light Flavor
W+jet Bkg

from Heavy Flavor

Extending the Fake Factor 
Procedure

If we had,

The W+Jet Bkg could be calculated as: 



Extracting  fLF  and fHF

61

Numerators 
from LF

Numerators 
from HF

Complication
-

- For a given NLepton we don’t know if its from LF or HF

fLF =
NLepton-LF

NDenm-LF

fHF =
NLepton-HF

NDenm-HF

and are not observables. NLepton-LF NLepton-HF

- We can only measure  in dataNLepton = NLepton-LF +NLepton-HF



Extracting  fLF  and fHF
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Numerators 
from LF

Numerators 
from HF

Complication
-

fLF =
NLepton-LF

NDenm-LF

fHF =
NLepton-HF

NDenm-HF

and are not observables. NLepton-LF NLepton-HF

Solve for fLF and fHF in terms of observables.

- We can only measure  in dataNLepton = NLepton-LF +NLepton-HF

and in LF and HF-rich samples By measuring NLepton

NDenm-HF

NLepton

NDenm-LF

(Details in backup)

- For a given NLepton we don’t know if its from LF or HF
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The fake factor calculations have been performed using a data sample triggered by the electron737

candidate in the primary and supporting eγ triggers. The EF g20 etcut (EF g11 etcut) supporting738

trigger requires a reconstructed EM cluster with transverse energy above 20 (11) GeV, and makes no739

requirement on the electron identification. The primary EF e20 medium trigger requires a reconstructed740

electron with transverse energy above 20 GeV that satisfies the medium electron identification require-741

ments. Due to their large trigger rates, the eγ supporting triggers were heavily pre-scaled in the 2011742

data set. The EF e20 medium trigger has been run unprescaled. To avoid a possible bias due to trigger743

threshold, the fake factors for 20-25 GeV electrons have been calculated in a data set triggered by the744

EF g11 etcut trigger. For electrons above 25 GeV a combination of the primary and supporting triggers745

has been used to calculate the fake factors. The sample of electrons satisfying the full electron selection746

are collected by the EF e20 medium trigger. The sample of electrons satisfying the jet-enriched electron747

definition are collected with the EF g20 etcut trigger. The fake factor is calculated after correcting the748

jet-enriched sample for the prescale of the EF g20 etcut trigger. Using this combination of prescaled749

supporting triggers and un-prescaled primary triggers, decreases the statistical uncertainty on fake factor750

by a factor of
1

f ∼ 50.751

The sample enriched in heavy flavor is obtained using the dijet sample and by requiring the away752

side jet to be tagged a b-jet. The sample enriched in light flavor is obtained using the same sample, but753

vetoing b-tagged jets on the away side. High light-flavor or heavy-flavor purity is not required in these754

samples. What is required is that light-flavor and heavy-flavor purity differs in the light and heavy flavor755

dijet sample. The effect of impurity is corrected in the extraction of fl and fh, see Appendix C.1.756

The extracted light-flavor and heavy-flavor fake factors are presented in Figures 20. Figure 20 shows757

the measured fl and fh which will be used to calculate the light-flavor and heavy-flavor background in758

the following. Not unexpectedly, we find a larger fake factor for heavy-flavor than for light flavor. It is759

also interesting to point out that the magnitude of the electron heavy-flavor fake factor is similar to that760

of the measured muon fake factor, which again is expected.761
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Figure 20: Extracted fl (left) and fh (right) fake factors.

8.1.4 Fake Factor Systematics.762

The major systematic uncertainty associated to the fake factor determination is the variation due to jet763

kinematics and composition (fraction of light quark jets, heavy flavor jets, and gluon jets). This system-764

atic is studied with both a data driven technique and with the MC.765
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The fake factor calculations have been performed using a data sample triggered by the electron737

candidate in the primary and supporting eγ triggers. The EF g20 etcut (EF g11 etcut) supporting738

trigger requires a reconstructed EM cluster with transverse energy above 20 (11) GeV, and makes no739

requirement on the electron identification. The primary EF e20 medium trigger requires a reconstructed740

electron with transverse energy above 20 GeV that satisfies the medium electron identification require-741

ments. Due to their large trigger rates, the eγ supporting triggers were heavily pre-scaled in the 2011742

data set. The EF e20 medium trigger has been run unprescaled. To avoid a possible bias due to trigger743

threshold, the fake factors for 20-25 GeV electrons have been calculated in a data set triggered by the744

EF g11 etcut trigger. For electrons above 25 GeV a combination of the primary and supporting triggers745

has been used to calculate the fake factors. The sample of electrons satisfying the full electron selection746

are collected by the EF e20 medium trigger. The sample of electrons satisfying the jet-enriched electron747

definition are collected with the EF g20 etcut trigger. The fake factor is calculated after correcting the748

jet-enriched sample for the prescale of the EF g20 etcut trigger. Using this combination of prescaled749

supporting triggers and un-prescaled primary triggers, decreases the statistical uncertainty on fake factor750

by a factor of
1

f ∼ 50.751

The sample enriched in heavy flavor is obtained using the dijet sample and by requiring the away752

side jet to be tagged a b-jet. The sample enriched in light flavor is obtained using the same sample, but753

vetoing b-tagged jets on the away side. High light-flavor or heavy-flavor purity is not required in these754

samples. What is required is that light-flavor and heavy-flavor purity differs in the light and heavy flavor755

dijet sample. The effect of impurity is corrected in the extraction of fl and fh, see Appendix C.1.756

The extracted light-flavor and heavy-flavor fake factors are presented in Figures 20. Figure 20 shows757

the measured fl and fh which will be used to calculate the light-flavor and heavy-flavor background in758

the following. Not unexpectedly, we find a larger fake factor for heavy-flavor than for light flavor. It is759

also interesting to point out that the magnitude of the electron heavy-flavor fake factor is similar to that760

of the measured muon fake factor, which again is expected.761
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Figure 20: Extracted fl (left) and fh (right) fake factors.

8.1.4 Fake Factor Systematics.762

The major systematic uncertainty associated to the fake factor determination is the variation due to jet763

kinematics and composition (fraction of light quark jets, heavy flavor jets, and gluon jets). This system-764

atic is studied with both a data driven technique and with the MC.765

Measuring  fLF  and fHF
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Light Flavor Extrapolation Heavy Flavor Extrapolation
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Same Sign Control Region
Same Sign di-lepton Events passing the WW signal selection are 
   enriched in W+jet events.   

Can use the fake factor procedure to predict the same sign yield.

To predict SS background, Apply f  to SS Lepton-Denm pairs.

NW+Jet
Bkg = f ×N(Lepton+Denm)

Require Same-Sign
 Lepton+Denm. 

Same Sign

Provides a data-driven closure test of the method.
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Same Sign Control Region
Same Sign di-lepton Events passing the WW signal selection are 
   enriched in W+jet events.   

Can use the fake factor procedure to predict the same sign yield.

To predict SS background, Apply f  to SS Lepton-Denm pairs.

NW+Jet
Bkg = f ×N(Lepton+Denm)

 Caveats:  
  - W+jet component which is not charge symmetric. (eg: W+c) 
  - Can’t be used if your signal is Same Sign ! (Z+fake / OS Low Pt ) 

Require Same-Sign
 Lepton+Denm. 

Same Sign

Provides a data-driven closure test of the method.
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Figure 21: Sub-leading lepton ET for events in the same-sign control region. The observed data is shown
with the background modeling including the data-driven W+jet prediction, for the ee-ch (upper right),
the eµ-ch (upper left), the µ+µ−-ch (lower left), and all channels combined (lower right)
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Same Sign Results

ee em mm

e-fakes (LF) 2.8 ± 1.0 5.5 ± 0.8 -
e-fakes (HF) 0.0 ± 0.1 0.4 ± 0.1 -

m-fakes - 5.3 ± 2.8 0.9 ± 1.1
non W+jet 3.6 ± 0.7 6.6 ± 0.4 2.4 ± 0.2

Total Prediction 6.4 ± 1.2 17.0 ± 3.6 3.3 ± 1.2

Observed 3 19 6
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Figure 22: Kinematics for events in the same-sign control region. The observed data is shown with the
background modeling including the data-driven W+jet prediction. The Emiss

T is shown in the upper right,
transverse mass if shown in the upper left, PTll is shown in the lower left, and hT shown in the lower
right)
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ATLAS  Work in Progress

ATLAS  Work in Progress
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W+Jet Results
ee em mm

e-fakes (LF) 3.9 ± 1.4 6.0 ± 2.6 -
e-fakes (HF) 1.4 ± 0.9 2.1 ± 1.3 -

m-fakes - 24.7 ± 9.5 12.4 ± 6.0
Total Prediction 5.3 ± 1.7 32.9 ± 10.0 12.4 ± 6.0

emu-channel:  e Pt > 25 GeV  
                       m Pt > 20 GeV
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W+Jet Results

Heavy-Flavor Electron Fakes

 - Important confirm this using the data.  (Potential failure mode in method.)
 - Critical for analyses with significant b-bar background. 
   

ee em mm

e-fakes (LF) 3.9 ± 1.4 6.0 ± 2.6 -
e-fakes (HF) 1.4 ± 0.9 2.1 ± 1.3 -

m-fakes - 24.7 ± 9.5 12.4 ± 6.0
Total Prediction 5.3 ± 1.7 32.9 ± 10.0 12.4 ± 6.0

emu-channel:  e Pt > 20 GeV  
                      m Pt > 25 GeV

Heavy-Flavor
Fraction

Opposite Sign Same Sign
 0.26 +/- 0.21   0.04 +/- 0.13



Results

69



WW Cross Section Results
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Backgrounds Events
Drell Yan 50.4 ± 3.7 ± 5.6

Top 58.6 ± 2.1 ± 22.3
W+Jets 50.5 ± 4.8 ± 14.7

Other Diboson (MC) 6.8 ± 0.4 ± 0.8

Total Background 169.8 ± 6.4 ± 27.3
Observed Events 414

NLO Prediction: 46 ± 3 pb 

Source Uncertainty

Luminosity 3.7%
Background 9.6%
Acceptance 7.4%

Systematic 13.1%

Statistical 8.3%

(MCFM with MSTW2008 (including gg))

WW Cross Section Results

σWW = 48.2± 4.0(stat)± 6.4(sys)± 1.8(lumi)pb.



Hww Results
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4

ple consists of the same preselected sample used in the
rest of this analysis: events with two leptons and Emiss

T,rel.
The scale factor used to propagate the tt̄ yield from this
sample to the signal region is estimated as the square of
the efficiency for one top decay to survive the jet veto
(estimated using another control sample, defined by the
presence of an additional b-jet), with a correction com-
puted using MC to account for the presence of single
top [27]. A sample enriched in top background is defined
for the H + 1-jet channel by reversing the b-jet veto and
removing the cuts on ∆φ!!, m!!, and mT. The extrap-
olation to the signal region is done using a scale factor
computed using MC. The control samples for top in the
H + 0-jet and H + 1-jet channels also normalize the top
contamination in the correspondingWW control regions.
In both cases, the estimated top backgrounds are consis-
tent with the expected yields in Table I.
The signal significance and limits on Higgs boson pro-

duction are derived from a likelihood function that is the
product of the Poisson probabilities of each of the lepton
flavor and jet multiplicity yields for the signal selections,
the WW+0-jet and WW+1-jet control regions, and top
control region for the H + 1-jet channel. The normaliza-
tion of the signal, the WW cross sections for theH+0-jet
and H +1-jet channels, and the top cross section for the
H +1-jet channel are allowed to vary independently; the
control regions included in the fit constrain all of these
except the signal yield. All other components are normal-
ized to their expectations scaled by nuisance parameters
constrained by Gaussian terms that include the system-
atic uncertainties described below. The results from the
control sample measurements for the top background in
the H +0-jet channel and for the W+jets and Drell-Yan
backgrounds everywhere are used as the expected values
for the corresponding backgrounds in the fit. Since these
contributions are small, the control samples themselves
are not explicitly modeled in the fit as they are for top
in the H + 1-jet channel and for WW everywhere.
The systematic uncertainties include contributions

from the 3.7% uncertainty in the luminosity [28], and
from theoretical uncertainties, which are -8/+12% and
±8% from the QCD scale and 1% and 4% from the par-
ton density functions, for gg → H and qq → qqH respec-
tively. Additional theoretical uncertainties on the accep-
tance are assessed as described in Ref. [29]. In particular,
the uncertainty in the assignment of events to jet mul-
tiplicity bins is included separately as an uncertainty on
the cross section of each bin, calculated from the approx-
imate 10% and 20% uncertainties of the inclusive 0-jet
and 1-jet cross sections, respectively.
Several sources of measurement uncertainty are taken

into account. The uncertainty on the jet energy scale is
less than 10% on the global scale including flavor compo-
sition effects, with an additional uncertainty of up to 7%
due to pile-up [15]. The electron and muon efficiencies are
determined from samples of W and Z boson data with
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FIG. 2: The expected (dashed) and observed (solid) 95% CL
upper limits on the cross section, normalized to the Standard
Model cross section, as a function of the Higgs boson mass.
Expected limits are given for the scenario where there is no
signal. The vertical lines in the curves indicate the points
where the selection cuts change, and the bands around the
dashed line indicate the expected statistical fluctuations of
the limit.

uncertainties of 2-5% and 0.3-1%, respectively, depend-
ing on |η| and pT. Uncertainties are < 1% and < 0.1%,
respectively, on the lepton energy scale and < 0.6% and
< 5% on the resolution [13]. The uncertainties on the
b-tagging efficiency and mistag rate are 6-15% and up to
21%, respectively [16]. A 13% uncertainty is applied to
the energy scale for low-pT depositions in the Emiss

T mea-
surement. All these sources of detector uncertainty are
propagated to the result by varying reconstructed quan-
tities and observing the effect on the expected yields. For
the WW background, the total (theoretical and experi-
mental) uncertainty on the ratio of cross sections in the
signal and control regions is 7.6% in the H+0-jet channel
and 21% in the H+1-jet channel; for the top background
in H + 1-jet the total for the extrapolation to the signal
region is 38%, and 29% to the WW control region.

No significant excess of events is observed. The largest
observed deviation from the expected background is 1.9σ.
A 95% CL upper bound is set on the Higgs boson cross
section as a function of mH using the CLs formalism [30].
Figure 2 shows the expected and observed limits. Dis-
continuities occur where the selection changes, since the
signal regions there are less statistically correlated be-
tween adjacent masses. In the absence of a signal, one
would expect to exclude a Standard Model Higgs boson
in the range 134 < mH < 200 GeV at the 95% CL. The
Higgs boson mass interval excluded by the measurements
presented in this Letter, 145 < mH < 206 GeV, is consis-
tent with that expectation. This measurement excludes,
at 95% CL, a larger part of the mass range favored by
the electroweak fits than previous limits [31].

Backgrounds Events

Drell Yan 2 ± 4
Top 3.9 ± 1.9

W+Jets 5 ± 2
Other Diboson (MC) 1.1 ± 0.5

WW 52 ± 7

Total Background 63 ± 9
Observed Events 81
Higgs m(H) 150 40 ± 9 
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Presented Here

In the works

The Future of the Higgs search.

Analysis Updates Expected for winter conferences
   - Lowering Lepton Pt to increase low m(H) acceptance
   - Use multivariate classifier separate WW and Hww 

Improvements
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Its a great time to be doing particle physics  !
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Not An Electron in ATLAS
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Relative Missing Energy
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Electron Identification

78

Prompt Electrons
Hadrons
Heavy-Flavor
Conversions

η
φ

Cells in 2nd Layer



Lepton Efficiency
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Z-Bosons
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W-Bosons
   Require Large MeT + High Et Lepton Cand.  
    Fit Isolation. 
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The Future of Electrons
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Electron Identification lends itself to multi-variate techniques:
    - Large number of discriminating variables 
    - Many correlations.
    - Get pure training/testing samples from data. Four Variables

11
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Four Variables
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Signal
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Likelihood

12

Performance

16

Cuts

Likelihood

Many Advantages
    - Gain separation.  / Include more variables 
    - Easily tunable operating points / Output more than y/n decision. 
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Electron Identification lends itself to multi-variate techniques:
    - Large number of discriminating variables 
    - Many correlations.
    - Get pure training/testing samples from data. Four Variables

11

Background  
Signal

Background  
Signal

Background  
Signal

Background  
SignalFour Variables
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Four Variables
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Background  
Signal

Background  
Signal

Background  
Signal

Background  
Signal

Four Variables

11

Background  
Signal

Background  
Signal

Background  
Signal

Background  
Signal

Likelihood

12

Performance

16

Cuts

Likelihood

Many Advantages
    - Gain separation.  / Include more variables 
    - Easily tunable operating points / Output more than y/n decision, 

(Simplifies Fake Factor Interpretation: 
    Defines the space (MVA output) on which the extrapolation is done. ) 
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Leptons in Hadron Collisions

Electroweak Measurements.
Top Physics.
Higgs Physics. 
Supersymmetry. 
Exotics.

Leptonic final states 
  provide rich physics potential  

 A lot of interesting physics signatures involve leptons
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Leptonic final states 
  provide rich physics potential  
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- Leptons the signature of EW processes.
- Essential to understanding  
             Electro-Weak symmetry breaking

Example: Higgs Physics

 A lot of interesting physics signatures involve leptons

Electroweak Measurements.
Top Physics.
Higgs Physics. 
Supersymmetry. 
Exotics.
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- Efficiency to reconstruct Leptons is high. 
- Purity of the reconstructed Leptons is high.

ATLAS was designed to do physics with leptons.

Leptons in ATLAS

Can be used to trigger events. 

Several known sources of leptons.  
  - Provide calibration samples
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Can be used to trigger events. 

Several known sources of leptons.  
  - Provide calibration samples

ATLAS was designed to do physics with leptons.

Leptons in ATLAS

 Essentially sensitive Higgs final 
   states involve leptons 

Example: Higgs Physics
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- Efficiency to reconstruct Leptons is high. 
- Purity of the reconstructed Leptons is high.
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1) Define Loose Lepton Definition. (triggerable)
2) Select pairs of leptons satisfying Tight or Loose definitions
3) Use:
     lepton efficiency                       and fake efficiency 
     

Matrix Method

89

!
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(r =
N lepton

T

N lepton
L

) (f =
N jet

T

N jet
L

)

Define system of equations
    Relate: observed Tight/Loose pairs to true Real/Fake pairs 

Invert matrix to determine:
W+jet background from N    and QCD background from NFR FF
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8 Background Estimation535

8.1 W+jets and QCD536

Events in which W bosons are produced in association with QCD jets give rise to background to WW537

events when the jet is misidentified as a lepton. The rate at which QCD jets are misidentified as leptons538

may not be accurately described in the MC, and thus a data-driven method to estimate this background539

is employed [1]. A description of this method and the W+jets background prediction is presented in this540

section.541

8.1.1 Data driven W+jets background estimation542

The W+jet background is estimated from data by defining a selection similar to the WW signal selection543

that is enriched in W+jet events. The W+jet control sample is defined using an alternative lepton defi-544

nition that is enriched in QCD jets. Events containing one fully identified lepton, and a jet passing this545

alternative, “jet-rich” lepton definition are selected. These events are then required to pass the full WW546

event selection, where the jet is treated as if it were a fully identified lepton. The W+jets background to547

WW is then estimated by scaling the control sample by a measured “fake factor”.548

The fake factor is defined in Equation 5 as the ratio of the number of jets satisfying the full lepton549

identification, to those satisfying the jet-rich lepton selection.550

fl ≡
Nlepton ID

NJet-Rich ID

, (5)

The fake factor, fl, is defined for both electrons and muons and is the ratio of the rate at which QCD jets551

pass the the full lepton identification requirements to the rate at which they pass the jet-rich lepton ID552

requirements. This fake factor is measured in data from di-jet events.553

The W+jet background to WW is calculated by scaling the number of events in the W+jet control554

sample, Nlepton ID + Jet-Rich ID, by the measured fake factor:555

NW+jet Bkg = fl × Nlepton ID + Jet-Rich ID. (6)

In the e-µ channel the W+jet background prediction receives contributions from both misidentified elec-556

trons and misidentified muons as shown in Equation 7.557

N
eµ-ch

W+jet Bkg
= fe × Nµ ID + Jet-Rich e + fµ × Nelec. ID + Jet-Rich µ (7)

The non-W+jet contributions to the W+jet control region, which are shown in 15, 16, and 17, are cor-558

rected using MC.559

The W+jet background estimation includes a prediction of the QCD multijet background, where both560

leptons are due to mis-identified jets. The background due to double fakes from QCD is given by561

NQCD Bkg = f 2 × NQCD
jet−rich+ jet−rich. (8)

However, QCD will also contribute to the W+jet control sample with a rate given by,562

NQCD
leptonID+ jet−rich = 2 × f × NQCD

jet−rich+ jet−rich (9)

with the factor of two being due to the fact that either of the jets in the dijet event can be mis-identified563

as a lepton. Scaling the QCD component of the W+jet control sample by the fake factor gives,564

f × NQCD
leptonID+ jet−rich = 2 × f 2 × NQCD

jet−rich+ jet−rich = 2 × NQCDBkg. (10)

Fake factor method double counts
 the QCD Contribution.
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triggered by the EF g11 etcut trigger. For electrons above 25 GeV a combination of the primary and596

supporting triggers has been used to calculate the fake factors. The sample of electrons satisfying the597

full electron selection are collected by the EF e20 medium trigger. The sample of electrons satisfying598

the jet-enriched electron definition are collected with the EF g20 etcut trigger. The fake factor is cal-599

culated after correcting the jet-enriched sample for the prescale of the EF g20 etcut trigger. Using this600

combination of prescaled supporting triggers and un-prescaled primary triggers, decreases the statistical601

uncertainty on fake factor by a factor of
1

f ∼ 50. The measured electron fake factors before and after the602

electroweak subtraction are shown in Figure 14.
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Figure 14: Measured electron fake factors as a function of electron ET , before (left) and after (right) the

electroweak subtraction. The fake factors shown in red were measured using the EF g11 etcut trigger,

while those in black use a combination of the EF g20 etcut and EF e20 medium triggers.

603

The muon fake factor calculation has been performed using a data sample triggered by the EF mu18604

trigger. The EF mu18 trigger requires a reconstructed muon with transverse energy above 18 GeV, and605

makes no requirement on the muon impact parameter or isolation. The EF mu18 trigger is the lowest606

unprescaled muon PT trigger, so it has the largest statistics for extracting muon fake factors. To check607

for any turn on curve effects, the prescaled EF mu15 was used to check the 20 − 25 GeV bin in muon608

PT . The EF mu18 and EF mu15 triggers were statistically consistent; therefore, the EF mu18 is used to609

measure the muon fake factors across the entire PT spectrum.610

One complication associated to the muon fake factor calculation arises because to the presence of611

overlapping jets. No explicit µ-jet overlap removal is performed in the analysis. There are two classes612

of mis-identified muons from W+jet events: those in which the mis-identified muon overlaps with an613

identified jet, and those which do not. The former will not be background in the WW signal region due to614

the jet veto. To properly estimate the fake muon background in the WW signal region, identified muons615

overlapping with an identified jet are excluded in the fake factor calculation. This issue is avoided in the616

electron fakes by the explicit electron-jet overlap removal.617

The measured muon fake factors before and after the electroweak subtraction are shown in Figure 15.618

619

8.1.3 Fake Factor Systematics.620

The major systematic uncertainty associated to the fake factor determination is the variation due to jet621

kinematics and composition (fraction of light quark jets, heavy flavor jets, and gluon jets). This system-622

atic is studied with both a data driven technique and with the MC.623

Before EW Subtraction After EW Subtraction
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W+jets MC (excluding the real leptons from W). The fractional difference in the observed fake factor in648

di-jet and W+jets MC, f di− jet
l − f W+ jet

l / f di− jet
l , is within 30% of the MC fake factor. The difference at649

low lepton PT , where the contribution from fakes dominate, is seen to be negligible.
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Figure 18: Left: the electron fake factor as a function of electron pT from di-jet MC sample and W
inclusive MC sample. Right: the muon fake factor as a function of muon pT. Uncertainty shows the MC
statistics of samples.

650

The level of real lepton contamination in the di-jet sample leads to another source of systematic651

uncertainty. The electroweak subtraction from the di-jet sample was performed using the theoretical W652

and Z cross sections. The systematic uncertainty associated to the theoretical the cross-sections is at the653

∼ 5% level [5]. To evaluate the effect of this uncertainty, the electroweak subtraction is performed while654

the cross-section is varied conservatively by ±20%. Figure 19 shows the electron and muon fake factors655

with the uncertainty bands obtained from variation in MC cross section shown in the blue hashing. The656

systematic on the fake factor from the cross section uncertainty is small in the low pT region, but is a657

significant for larger ET . The uncertainty in the MC subtraction is included in the overall uncertainty on658

the fake factors.659
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Figure 19: Electron (left) and Muon (right) fake factors including the systematic uncertainty from varying
the cross section in the MC subtraction by ± 20% shown in the blue hashing. The red points in the
electron fake factors have been calculated using the EF g11 etcut trigger.
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   More exclusive:  
           - “Nearer” to signal region (smaller extrapolation) 
           - More True lepton contamination.
           - Smaller control sample
    Less exclusive:
           - “Further” from signal region (larger extrapolation) 
           - Less True lepton contamination.
           - Larger control sample
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Freedom in definition of the control sample.
Trade off between statistical and systematic uncertainties.

Advantage of the Fake Factor Method is this freedom.

                     “Denominator”     vs     Reconstructed Jets   

Denominator more exclusive:  
   - “Nearer” to signal region (smaller extrapolation) 
   - Smaller Systematics.
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Freedom in definition of the control sample.
Trade off between statistical and systematic uncertainties:

 Lepton Definition Denominator Definition

Electrons: Reconstructed Electron
Pass Tight + Isolation.

Reconstructed Electron
Fail Medium + Loose Isolation

Muons: Reconstructed Muon
Tight D0/Z0 + Isolation

Reconstructed Muon
Loose D0/Z0 + Interm. Isolation

Advantage of the Fake Factor Method is this freedom.

                     “Denominator”     vs     Reconstructed Jets   

Denominator more exclusive:  
   - “Nearer” to signal region (smaller extrapolation) 
   - Smaller Systematics.
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in Equations
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“Naive” Method
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What we would like to do: Number of Lepton+Jet events 
passing event selection 

Fake Rate:  How often a Jet 
is identified as a Lepton

FLepton ×N(Lepton + Jet)
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Problems: 
     - A lot of different kinds of Jets, with different
     - Jets are not “like” Leptons.             far extrapolation.
     - Multiple energy scales.  (100 GeV jets can fake 20 GeV electrons.)

FLepton

FLepton

What we would like to do: Number of Lepton+Jet events 
passing event selection 

Fake Rate:  How often a Jet 
is identified as a Lepton

FLepton ×N(Lepton + Jet)

“Naive” Method
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Problems: 
     - A lot of different kinds of Jets, with different
     - Jets are not “like” Leptons.             far extrapolation.
     - Multiple energy scales.  (100 GeV jets can fake 20 GeV electrons.)

FLepton  and, its extrapolation, would have large systematics.

FLepton

FLepton

What we would like to do: Number of Lepton+Jet events 
passing event selection 

Fake Rate:  How often a Jet 
is identified as a Lepton

FLepton ×N(Lepton + Jet)

“Naive” Method
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Jet ET ,···
F ij
Lepton(q
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(Lepton+Jet)
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Fake Factor Method
More realistically,



�

Jet ET ,···

F ij
Lepton(q

�/g, · · · )
F ij
Denm(q

�/g, · · · )
F ij
Denm(q

�/g, · · · )×N j
(Lepton+Jet)
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Fake Factor Method
More realistically,

Use an alternative, Jet-enriched, Lepton definition to do 
   the extrapolation.  (“Denominator” Objects) 

�

Jet ET ,···
F ij
Lepton(q

�/g, · · · )×N j
(Lepton+Jet)

Jet to Denominator 
Fake Rate. 
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Fake Factor Method
More realistically,

Use an alternative, Jet-enriched, Lepton definition to do 
   the extrapolation.  (“Denominator” Objects) 

Assumption: We assume we can define the Denominator such that:

This is not quite right, we assign systematics to cover this approximation.

�

Jet ET ,···
F ij
Lepton(q

�/g, · · · )×N j
(Lepton+Jet)

�

Jet ET ,···

F ij
Lepton(q

�/g, · · · )
F ij
Denm(q

�/g, · · · )
F ij
Denm(q

�/g, · · · )×N j
(Lepton+Jet)

F ij
Lepton(q

�/g, · · · ) = f × F ij
Denm(q

�/g, · · · )
ie: Assume all the Fake Rate variation due to the underlying jet-physics, is the same 
         for Leptons and Denominators, up to a numerical constant.  

Jet to Denominator 
Fake Rate. 
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Jet ET ,···

f × F ij
Denm(q

�/g, · · · )
F ij
Denm(q

�/g, · · · )
F ij
Denm(q

�/g, · · · )×N j
(Lepton+Jet)
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Fake Factor Method
Taking the assumption,

or,

f ×
�

Jet ET ,···
F ij
Denm(q

�/g, · · · )×N j
(Lepton+Jet)
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Fake Factor Method
Taking the assumption,

or,

This term is an observable. 
= f ×N(Lepton+Denm)

The number of observed 
Lepton-Denominator Pairs

�

Jet ET ,···

f × F ij
Denm(q

�/g, · · · )
F ij
Denm(q

�/g, · · · )
F ij
Denm(q

�/g, · · · )×N j
(Lepton+Jet)

f ×
�

Jet ET ,···
F ij
Denm(q

�/g, · · · )×N j
(Lepton+Jet)
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f

“Naive Method” Fake Factor Method
Fake Leptons Fake Leptons

Denm. Objects

Jets Jets

 Conceptually

�

Jet ET ,···
F ij
Lepton(q

�/g, · · · )
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Measuring Extrapolation Factor

Can measure f in a data using a jet control sample. 

Ratio of Leptons to Denominators, in jet sample, measures f  

NLepton

NDenm
=

�
Jet ET ,···

F ij
Lepton ×N j

Jet

�
Jet ET ,···

F ij
Denm ×N j

Jet

=

�
Jet ET ,···

f × F ij
Denm ×N j

Jet

�
Jet ET ,···

F ij
Denm ×N j

Jet

= f
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Figure 4: Measured prompt component as function of pT for muons with (a) |η| < 1.8 and (b) |η| > 1.8.
The error bars are derived from the 68% confidence level of the profile likelihood. The yellow bands are
instead calculated by summing in quadrature the fit and the systematics uncertainties on the templates.
The red lines represent the predictions obtained from the minimum-bias simulated model, with their
statistical uncertainties.

Although the fraction of prompt muons increases at higher pT, in the range of values considered in
this study, we can conclude that the muon production is dominated by pion and kaon decays.
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 Both the di-jet and the W+jet 
    control samples.

Heavy flavor already included in 
fake factor procedure for muons  

For muons situation is simpler.

Nearly all high pT “fake” muons
  are from heavy flavor.  
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f =
n

dlf
=

nlf + nhf

dlf
= flf + �hf × f

In a light flavor enriched sample, we can measure:

f c =
n

dhf
=

nlf + nhf

dhf
= fhf + (1− �hf )× f c

f = flf +
dhf
dlf

× fhf

Calculating f(lf) and f(hf)
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f =
n

dlf
=

nlf + nhf

dlf
= flf + �hf × f

In a light flavor enriched sample, we can measure:

f c =
n

dhf
=

nlf + nhf

dhf
= fhf + (1− �hf )× f c

f = flf +
dhf
dlf

× fhf

Repeat in heavy flavor enriched sample:

f tag = fhf +
dtaglf

dtaghf

× fhf

System of equations 
in terms of observables

 that can be solved
 to extract f(lf) and f(hf)

(see backup for details)

Calculating f(lf) and f(hf)
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8 Limit Setting Procedure389

The procedure used to compute exclusion limits is based on the modified frequentist method known as390

CLs [76]. Observed limits are calculated as follows:391

• A likelihood function is constructed that contains a signal region and two control regions for three392

lepton channels and two jet bins:393

L(µ, θ) =
∏

"=ee,µµ,eµ

∏

j=0,1

Poisson(NS R
" j |µs" j + α

WW
", j ḃWW

eµ, j + δ
1
jα

top
", j

ḃ
top
eµ, j +

∑

k

b" jk)

Poisson(NWW
" j |µs" j + β

WW
", j ḃWW

eµ, j + δ
1
jβ

top
", j

ḃ
top
eµ, j +

∑

k

b" jk)

Poisson(Ntop
" j
|µs" j + δ

1
j ḃ

top
eµ, j +

∑

k

b" jk)

∏

θ

Gaussian(θ|0, 1)

(3)

Here, µ is the normalized signal strength, the ratio of the cross-section over the SM Higgs boson394

cross-section, θ represents the full suite of nuisance parameters which are constrained by a Gaus-395

sian probability density function (PDF), N represents the number of observed events in each jet396

and lepton channel region, s represents the expected number of signal events and b the expected397

number of background events given a particular set of values for the nuisance parameters. The398

expected number of events in each channel is multiplied by a log-normal response term for each399

systematic uncertainty that applies to the channel, i.e., s" j is the product of the luminosity, cross-400

section, acceptance, and the product of log-normal functions of each of the systematic uncertainties401

for the decay channel " and jet multiplicity j.402

Additional ḃ parameters are introduced without a constraint to normalize the expected number403

of events in the signal region using the control region. A set of extrapolation factors α (and β),404

obtained from MC simulation, describe the theoretical knowledge on the ratio of the number of405

expected events in the signal (or main control) region to the control region.406

• The test statistic qµ is constructed using the profile likelihood407

qµ = −2 ln
L(µ, θ̂µ)

L(µ̂, θ̂)
(4)

µ̂ and θ̂ refer to the global maximum of the likelihood and θ̂µ corresponds to the conditional max-408

imum likelihood of θ given µ and the data. The constraint 0 ≤ µ̂ ≤ µ is applied; the lower bound409

since the signal is positive and the upper bound to guarantee a one-sided limit.410

• Values are computed for θ̂obs
0 and θ̂obs

µ which maximise the likelihood for background-only and411

signal+background hypotheses, respectively.412

• The PDFs f (qµ | µ, θ̂obs
µ ) (signal strength µ) and f (qµ | µ = 0, θ̂obs

0 ) (background only) are con-413

structed. An asymptotic approximation [77] is used to evaluate the PDFs rather than throwing414

pseudo-experiments, as it is a less CPU intensive calculation.415

• Using the PDFs, two p-values are calculated for the two different hypotheses.416

pµ = P(qµ ≥ qobs
µ | signal+background) =

∫ ∞

qobs
µ

f (qµ | µ, θ̂obs
µ )dqµ, (5)
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Table 15: Numbers of expected events after all cuts for the signal (mH = 175 − 300 GeV) and the total
background in the H + 1 jet channel for an integrated luminosity of 2.1 fb−1. The observed numbers
of events are also shown. The nominal numbers correspond to the background estimations described in
Sections 6 and 7. Also shown are the signal and background values resulting from the fit for two different
scenarios, without any signal (signal strength µ = 0) and with the signal present (signal strength µ = 1).

Nominal Fit with µ = 0 Fit with µ = 1
mH [GeV] Lepton Flavors Signal Total Bkg. Signal Total Bkg. Signal Total Bkg. Observed

ee 4.0 7.2 0 7.5 1.74 6.9 4
175 eµ 14.1 22.4 0 23.3 5.9 21.6 22

µµ 8.3 15.1 0 15.9 3.5 14.2 16
ee 3.3 5.7 0 6.0 1.71 5.5 3

180 eµ 11.5 21.1 0 22.2 5.8 20.7 20
µµ 6.8 14.2 0 15.4 3.3 13.2 18
ee 2.5 4.8 0 5.0 1.33 4.7 3

185 eµ 8.9 19.7 0 20.5 4.8 19.2 18
µµ 5.0 13.2 0 13.9 2.6 12.3 15
ee 2.1 4.7 0 5.1 1.41 4.9 3

190 eµ 6.4 18.2 0 19.7 4.2 18.4 19
µµ 4.0 12.3 0 13.4 2.6 12.2 16
ee 1.47 4.1 0 4.6 1.23 4.4 2

195 eµ 4.9 17.8 0 20.4 4.1 19.3 21
µµ 3.3 10.6 0 12.0 2.7 10.8 17
ee 1.18 3.3 0 3.7 0.94 3.4 1

200 eµ 4.0 16.9 0 19.7 3.2 18.9 19
µµ 2.6 9.7 0 11.0 2.00 10.2 15
ee 1.86 16.2 0 17.7 1.90 16.5 15

220 eµ 10.3 92.6 0 102.2 10.5 93.8 100
µµ 3.2 30.1 0 35.6 3.3 32.2 45
ee 1.62 16.3 0 18.4 1.67 17.2 20

240 eµ 9.2 88.2 0 98.0 9.5 91.2 94
µµ 2.8 30.2 0 35.9 2.9 33.1 44

ee 1.62 15.1 0 17.6 1.79 16.4 22
260 eµ 7.6 80.2 0 90.0 8.4 84.3 85

µµ 2.8 28.4 0 34.0 3.1 31.4 42
ee 1.47 13.8 0 15.3 1.44 14.4 23

280 eµ 6.2 68.5 0 70.6 6.0 66.9 60
µµ 2.4 26.9 0 29.8 2.4 28.0 35
ee 1.29 11.9 0 13.6 1.36 12.7 23

300 eµ 5.2 57.3 0 60.5 5.5 57.1 52
µµ 2.1 22.9 0 25.6 2.2 24.0 29

Table 16: Theoretical uncertainties on the acceptances of WW, top quark and gg → H processes. Both
the WW and top backgrounds are determined from data control regions and therefore their acceptances
are not used, but are included here for completeness.

Process jet bin Scale PDF MC Total

WW 0 jet 4% 3% 7% 9%
1 jet 5% 3% 10% 12%

tt̄ 0 jet 9% 3% 8% 12%
1 jet 4% 3% 8% 9%

gg→ H 0 jet 3% 3% 3% 5%
1 jet 3% 3% 11% 12%

113

Systematics on A - BAcceptance Systematics  

Profile Likelihood / CLs / Asymptotic to set limits 

Signal
WW CR

Top
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Table 17: Uncertainties on the extrapolation factors from the control region to the signal region used in
the limit setting procedure.

α
0 j
WW α

1 j
WW α

1 j
top β

1 j
top

Q2 Scale 2.5% 4% 9% −
MC Modeling 3.5% 3.5% 4% −
PDF 3.8% 3.5% 3% −
Jet E Scale + Resolution +0.5

−0.6% +2.3
−1 % −35

+32% −36
+32%

b-tagging Efficiency − − −23
+23% −19

+20%
MC Statistics 4.3% 12.9% 6% −
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Figure 13: The expected (dashed) and observed (solid) 95% C.L. upper limits on the cross-section,
normalized to the SM cross-section, as a function of the Higgs boson mass, from H→WW(∗)→ #ν#ν
searches (see text for details of the limits extraction procedure). The observed limits at neighboring mass
points are highly correlated due to the limited mass resolution in this final state. The green and yellow
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Figure 9: Jet distributions in data compared to MC in the b-tagged control sample used to extract the
jet veto efficiency for top backgrounds. The upper plots display the transverse momentum (left) and
pseudorapidity (right) of the tagging b-jets. The lower plots display the transverse momentum (left)
and the multiplicity of the probing jets (right). The lower part of each plot shows the ratio between
the data and the background expectation from MC, with the yellow band indicating the total systematic
uncertainty in the normalization (but not the shape) of the various components.
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Figure 9: Jet distributions in data compared to MC in the b-tagged control sample used to extract the
jet veto efficiency for top backgrounds. The upper plots display the transverse momentum (left) and
pseudorapidity (right) of the tagging b-jets. The lower plots display the transverse momentum (left)
and the multiplicity of the probing jets (right). The lower part of each plot shows the ratio between
the data and the background expectation from MC, with the yellow band indicating the total systematic
uncertainty in the normalization (but not the shape) of the various components.

Top in the 0-jet analysis

Top non-Top Prediction Observed
ee 34 ± 8 1 ± 1 35 ± 9 32
em 163 ± 45 7 ± 2 170 ± 50 153
mm 63 ± 20 1 ± 1 64 ± 20 64

115

Top in 1-jet analysis is normalized to data using control region 

NBkg
Top (0-jet) = NData

Top × SF×
NMC

Top(0-jet)

NMC
Top

September 19, 2011 – 22 : 39 DRAFT 16

Table 7: Expected numbers of W+jets events in the H + 0 jet signal region (defined for a Higgs boson
mass of 150 GeV), as estimated from data using the W+jets enriched control sample.

Region ee eµ µµ

Signal Region 0.87±0.10(stat.)±0.36(sys.) 2.81±0.43(stat.)±1.22(sys.) 1.00±0.45(stat.)±0.45(sys.)
W+jets Control Region 86.0±9.8(stat.) 219±15.6(stat.) 5.74±2.65(stat.)

for mH < 220 GeV, the upper selection on m!! is replaced with a lower bound m!! > 80 GeV.270

Since the Z mass veto is also applied in the ee and µµ channels, the m!! cut in these two channels271

is effectively m!! > mZ + 15 GeV. Table 5 shows the expected and observed event yields in this272

region. For mH ≥ 220 GeV, m!! < 50 or m!! > 180 GeV is required.273

• The Z/γ∗+jets background MC prediction is normalised by scaling by an Emiss
T mismodelling274

factor determined by comparing data and MC in two control regions. Following the procedure275

described in Ref. [52], the mismodelling factor for the ee channel is determined to be 0.95 ± 0.09276

and the mismodelling factor for the µµ channel is determined to be 0.88 ± 0.06. The correction277

factors for the Z/γ∗+jets background estimates are not reflected in the Tables 4 and 5. Dedicated278

studies have been performed to ensure that the MC simulation describes the correlation between279

m!! and Emiss
T,rel in data. In order to enhance the acceptance at low values of m!!, the pT threshold of280

the leptons was lowered while the isolation requirements were tightened. The Emiss
T,rel distribution as281

a function of m!! was found to be described by the MC within statistical errors.282

• The estimated number of top background events in the signal region is NEstimated
Top (!! + Emiss

T , 0 j) =283

NData
Top (!! + Emiss

T ) × PEstimated
2 . Here NData

Top (!! + Emiss
T ) is the number of top background events ob-284

served in data after the preselection cuts. The contribution from non-top backgrounds is removed285

using MC simulation. PEstimated
2 corresponds to the fraction of top events passing the jet veto cut.286

This is obtained with an additional control sample that requires at least one b-jet in addition, as de-287

scribed in Ref. [52, 75]. Figure 9 shows the jet distributions in data compared to MC in the b-tagged288

control sample; the distributions are well described by simulation. Probing jets are defined as jets289

in the event with a distance from the b-jet ∆R > 1. The jet veto efficiency in the b-tagged sample290

is the ratio of the number of events with no probing jets to the total number of events. The veto291

efficiency for top events in the signal region is thus estimated as PEstimated
2 =

(

P
Btag,Data
1

)2 PMC
2

(

P
Btag,MC
1

)2 ,292

where PMC
2 is the corresponding quantity in MC, while P

Btag,Data
1 and P

Btag,MC
1 are the fractions of293

b-tagged events with no additional jets in data and simulation. Table 6 summarizes the results of294

the top background extraction. The number of top background events surviving the jet veto cut is295

estimated to be 65 ± 8(stat) ± 20(syst). The systematic uncertainties include the JES, b-tagging296

efficiency, 10% error on the normalization of non-top backgrounds and 15% theoretical error [75].297

The efficiency for the cuts on |p!!T |, m!!, ∆φ!!, and mT is taken from Monte Carlo.298

• The W+jets background contribution is estimated using a data control sample of events where one299

of the two leptons satisfies the identification and isolation criteria and the other lepton fails these300

criteria while satisfying a loosened set of criteria. The former is referred to as the “identified”301

lepton and the latter as the “anti-identified” lepton. In this method [52], the prediction of the302

W+jets contamination in the WW signal region is determined by scaling down the number of303

events in the data control sample by a normalization “fake factor.”304

The fake factor is estimated as a function of lepton pT using an inclusive dijet data sample. The305

SF - scale factor from tag sample 

After jet veto Top Estimate 

Reverse b-tag after Z→ ττ 
veto in 1-jet analysis

Top Control
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Table 8: The expected numbers of signal (mH = 150 GeV) and background events for the H+1 j analysis
in 2.1 fb−1 of integrated luminosity, as well as the observed numbers of events in data. The yields for
the ee, eµ, and µµ channels are added together, the composition in each of the lepton flavor channels is
shown only for the final stage of the selections. The W+jets background is determined entirely from data,
whereas for the other processes the expectations are taken from simulation. The uncertainties shown are
the combination of the statistical and all systematic uncertainties.

Signal WW W + jets Z/γ∗ + jets tt̄ tW/tb/tqb WZ/ZZ/Wγ Total Bkg. Observed
1 jet 50 ± 9 193 ± 20 40 ± 20 90 ± 80 470 ± 120 170 ± 30 14 ± 2 980 ± 150 952
b-jet veto 48 ± 9 188 ± 19 35 ± 19 80 ± 70 170 ± 50 66 ± 11 14.0 ± 2.0 560 ± 90 564
Ptot

T < 30 GeV 39 ± 7 154 ± 16 18 ± 9 40 ± 40 110 ± 30 50 ± 9 9.7 ± 1.5 380 ± 60 405
Z → ττ veto 39 ± 7 150 ± 17 18 ± 8 40 ± 30 100 ± 20 48 ± 8 9 ± 2 370 ± 30 388
m## < 50 GeV 26 ± 6 33 ± 5 3.3 ± 1.4 10 ± 8 20 ± 7 11 ± 3 1.8 ± 0.5 79 ± 12 90
∆φ## < 1.3 23 ± 5 25 ± 4 2.1 ± 1.0 5 ± 7 17 ± 6 9 ± 3 1.5 ± 0.4 60 ± 11 72
0.75 mH < mT < mH 14 ± 3 12 ± 3 0.9 ± 0.4 1 ± 2 8 ± 2 4.0 ± 1.6 0.7 ± 0.3 28 ± 5 29
ee 2.0 ± 0.5 1.7 ± 0.5 0.17 ± 0.08 0.1 ± 0.2 0.8 ± 0.4 0.6 ± 0.3 0.12 ± 0.11 3.5 ± 0.9 5
eµ 7.6 ± 1.8 6.7 ± 1.5 0.6 ± 0.3 0.6 ± 1.1 4.5 ± 1.5 2.3 ± 1.1 0.5 ± 0.2 15 ± 3 14
µµ 4.7 ± 1.1 4.0 ± 0.8 0.1 ± 0.2 0.7 ± 0.6 3.1 ± 1.9 1.2 ± 1.0 0.10 ± 0.07 9 ± 2 10

been chosen to have 70% efficiency for b-jets in top MC events [70]. This requirement suppresses345

top backgrounds.346

• The total pT of the Higgs boson plus jet system, defined as the magnitude of the vector sum347

ptot
T = pl1

T +pl2
T +p

j
T +pmiss

T , is required to be smaller than 30 GeV: this selection suppresses events348

with significant soft gluon radiation that recoils against the ## + 1 j system but does not leave high349

pT jets in the detector.350

• Z → ττ rejection: the ττ invariant mass, mττ, is reconstructed using the approximation that the351

neutrinos are collinear with the visible products of the corresponding τ decays, and assuming the352

leptons arise from Z → ττ decays. If the energy fractions xτ1 and xτ2 carried by the visible decay353

products are positive (the collinear approximation does not always yield good solutions) and the354

invariant mass of the hypothetical ττ system is within |mττ − mZ | < 25 GeV, then the event is355

rejected. Note that this cut is only applied in H + 1 j because in H + 0 j the leptons tend to be more356

back-to-back; in such events the mττ reconstruction is less accurate.357

• The event must pass the cuts on m##, ∆φ## and mT described in Section 6.358

Table 8 shows the expected numbers of signal and background events after applying each cut, for mH =359

150 GeV, and 2.1 fb−1 of integrated luminosity. The rightmost column shows the observed numbers of360

events in the data.361

The distributions of the variables used for the topological selections are compared in Fig. 10 between362

data and MC after the preselection cuts and the requirement of only one jet in the event. The m##, ptot
T , and363

∆φ## distributions are in good agreement with simulation, although there is a small deficit in the low ∆φ##364

where the uncertainty due to the Drell-Yan background is large. The distribution of the dilepton invariant365

mass after the Z → ττ veto is shown in Fig. 11 on the left side, and the distribution of the azimuthal366

opening angle ∆φ## after the cut on the invariant dilepton mass is shown in Fig. 11 on the right side; both367

distributions are well described by simulation. Figure 12 shows the transverse mass distribution from the368

H + 1 jet analysis after all cuts except that on the transverse mass. The distribution is consistent with the369

background expectation. The systematic uncertainties on the background expectations in the H + 1 jet370

region for a Higgs boson mass of 150 GeV are 21% for WW, 31% for W+jets, 140% for Z+jets, 26% for371

tt̄, 31% for single top and 47% for WZ/ZZ/Wγ, averaged over the three dilepton channels.372
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using the collinear approximation
Assume MeT due to neutrinos in direction of visible decay products. 

After 1-jet Requirement



1-jet Analysis

After Z→ ττ veto WW and Top Dominate.
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Cut on mll, Δϕll, and mT to separate Hww from WW and Top
Analysis divided in to “low”/“high” higgs mass regions  
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After Δϕll  w/ low mass selection 
mH < 170
  - mll < 50 GeV
  - Δϕll < 1.3
  - 0.75 x mH < mT < mH

mH > 220
 - 50 < mll < 180 GeV
 - 0.6 x mH < mT < mH

170 < mH < 220
  - mll < 65 GeV
  - Δϕll < 1.8
  - 0.75 x mH < mT < mH
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Figure 99: The distribution of the transverse opening angle between the leptons in the WW control region
of the H + 0 j analysis, in 2.1 fb−1 of data. Upper left: the distribution for the ee channel. Upper right:
the eµ channel. Lower left: the µµ channel. Lower right: summed over lepton flavor.
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Figure 95: The distribution of the transverse mass in the WW control region of the H + 0 j analysis, in
2.1 fb−1 of data. Upper left: the distribution for the ee channel. Upper right: the eµ channel. Lower left:
the µµ channel. Lower right: summed over lepton flavor.
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Figure 96: The distribution of the dilepton invariant mass in the WW control region of the H+0 j analysis,
in 2.1 fb−1 of data. Upper left: the distribution for the ee channel. Upper right: the eµ channel. Lower
left: the µµ channel. Lower right: summed over lepton flavor.

Background Estimation
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WW MC prediction is normalized to data using WW control region

WW Control Region
  - after PT_ll
  - mll > 80 GeV (Low m(H))
  - mll < 50 GeV || 180 GeV < mll
                                (High m(H)) 

WW non-WW Prediction Observed

ee 27 ± 4 10 ± 5 37 ± 8 52

em 150 ± 20 34 ± 12 200 ± 40 184

mm 45 ± 6 18 ± 6 63 ± 10 60

0-jet

Same DY, Top, and W+Jet background estimated as in WW 
                                                           cross section measurement


